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On the basis of stochastic model of a reversibl e first-order reaction A~ B, a function of an integer­
valued random variable is introduced which can be considered as an analogue of the entropy 
due to chemical reaction (reaction entropy) . The Ishida stochastic reaction entropy can be re­
solved into two terms the first of which corresponds to the mean ensemble value of introduced 
reaction entropy and the second one corresponds to a measure of information about the com­
position of the system. 

The present work deals with a stochastic analogy of a function known from irre­
versible thermodynamics - entropy of a system due to first-order chemical reaction 
A+± B (reaction entropy). The stochastic model of the reaction is based on common 
postulates of stochastic theory of chemical reactions1

-
3 and represents the reaction 

as linear birth and death processes. It is assumed that the system has only one degree 
of freedom: its composition, characterized by the number of particles of the reactant 
A. The reaction entropy of the system changes therefore only if its composition 
is changed, i.e. if a chemical conversion takes place. In contrast to the previous 
Ishida's definition of the stochastic reaction entropy, first the stochastic system 
entropy as a function of composition is defined (i.e. as a function of an integer-valued 
random variable), and from this the ensemble average entropy as a continuous func­
tion of time is derived. It can be shown that in large systems the last quantity is actually 
equal to the entropy due to chemical reaction introduced in irreversible thermodyna­
mics. The Ishida stochastic reaction entropy can be expressed as a sum of this domi­
nant component and of another quantity which can be interpreted as a measure 
of information about the composition of the system. 

Stochastic Description of a Reversible First-Order Reaction 

We shall consider a closed reaction system of constant volume in contact with 
a large, constant-temperature bath. The system contains a constant total number 
of particles, N, which can exist in two forms, A and B; the probability that a particle A 
will be converted in a time interval (t, t + At), At -t 0, into B is k1 At, and the 
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probability that a particle B will be converted into A in the same time interval is 
k 2 ilt. We assume that the reaction does not alter the thermal equilibrium of the 
system. We denote the number of particles X at timet as Nx; if NA = j, then Ns = 
= N - j. The state of the system can be characterized by a single variable, e.g. 

number of particles A, NA. This quantity is an integer-valued random variable 
characterized by the probability distribution 

Pj(t):=Prob{NA=j;tjNA=N1;t=0}; j=O,l, ... ,N, (J) 

where Plt) fulfil the following system of differential-difference equations1
-

3
: 

dPlt)fdt = k 1(j + 1) PH 1(t) + k2(N- j + 1) Pj_ 1(t)-

- [kd + kz(N- j)J Plt). (2) 

If P/0) = bN ,j (i.e. at time t = 0 is N 1 = N, N~ = 0), then Plt) is given by the bi­
nomial distribution 2 

• 
3

- 5 

(3) 

where 
(4a) 

is the probability that a randomly chosen particle will be in the form A at time t, 
and 

(4b) 

is the probability that a randomly chosen particle will be in the form B at time t. 
It follows from the form of the distribution (3) that the mean number of particles 
at time t 

N 

( NA) = L .iPlt) = NpA(t) (5a) 
j=O 

and the mean number of particles B at time t 

N 

(Ns) = L (N- j) P/t) = Nps(t) 
i=O 

(5b) 

are identical with the deterministic values following from the mass action law if the 
constants k1 and k 2 are considered identical with the deterministic rate constants 
of the isolated reactions A-~ Band B ~ A. 
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The variance of the number of particles A at time t is 

N N 

D 2{NA} = 'L/Plt)- (LjPlt))2 = NpA(t)pa(t) = (NA) (Na)/N. (6) 
j=O j=O 

In the limit case fort~ co (macroscopic equilibrium) we have 

lim Pit) := Pj = (~) KN- j/(1 + K)N, (7) 
t-+ oo } 

!~~ (NA) = (NA)e = N/(1 + K), (8a) 

lim (Na) = (Na). = KNf(l + K), (8b) 
t-+ oo 

lim D 2{NA} = n;{NA} = KN/(1 + K)2 = (NA)e (Nll)e/N, (9) 
t-+ oo 

where K = ktfk2 is the equilibrium constant of the reaction and the subscript e 
refers to equilibrium. 

Now, we shall consider a more general initial condition. Let PiO) =llNAo,j; 

0 ~ N~ ~ N, i.e. at time t = 0 is N A = N~ and Na = N - N~ = N~. Then 

where 

pi_11 = {k2 + k 1 exp [ -(k 1 + k2 ) t]}f(k1 + kz), 

p~1 > = k1{1 - exp [ -(k1 + k2 ) t]}/(k1 + kz), 

p<}:1 = k2 {1 - exp [ -(k1 + k2 ) t]}/(k1 + k2), 

p~21 = {k1 + k2 exp [ -(k1 + k2 ) t]}/(k1 + kz). 

(lla) 

{lib) 

(llc) 

(lld) 

The distribution ( 10), which is the solution of the system (2) with the initial condition 
PiO) = JNAo,j, can be derived as follows: Since for a reaction of first order the pos­
sibility of conversion of one particle does not depend on the conversion of other 
particles, the particles of the system can be thought to be divided into two groups. 
The first group contains particles which were in the form A at time t = 0, the second 
contains particles which were in the form Batt = 0. The probability that the system 
contains j particles A at timet, Pj(t), is given by the sum of products of the probabili­
ties that the first group contains i particles A at time t and the second j - i particles 
A; the summation refers to products for i = 0, 1, ... , j. The probability that a ran-
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domly chosen particle in the r-th group will be in the form X at timet, p~> (r = lor 2, 
X = A or B), is derived in the usual way 5

• Mean values of the number of particles A 
and B at time t corresponding to the distribution (10) are 

(N A> = N~p~1 >(t) + N~p~>(t)' 

(NB) = N~p~1 >(t) + N~p~2>(t). 

(12a) 

(12b) 

Both mean values are again in accord with the deterministic solution. The variance 
of the number of particles A is 

D2{N A} = N~p~1 >(t) p~l)(t) + N~p~>(t) p~2>(t) = 

= (kiN~(NA)- k~N~(NB))(N~- (NA))j(k1N~- k2N~Y. (13) 

Limit expressions Pj, ( N A)e, (NB)e and n;{N A} corresponding to macroscopic 
equilibrium are also in this case given by Eqs (7)-(9). As a special case, we shall 
consider the initial condition N~ ~ (N A>e = k2N j(k 1 + k2). Then the mean value 
of the number of particles A and B remains constant for any t > 0 and equal to the 
initial one, and only the variance changes. The time dependence of the variance 
of the number of particles A is in this case given by 

(14) 

which for k 1 = k 2 = k and 4kt ..---. 0 gives 

(14a) 

where m means the mean number of reaction events (conversions of particle A to B 
or B to A) in the interval (0, t). This limit relation corresponds to modelling 
of short-time fluctuations of the number of particles A close to the deterministic 
equilibrium by a symmetric one-dimensional random walk6

• 

Stochastic Analogy of Entropy of a System with Chemical Reaction A +± B 

Definition of stochastic system entropy. The first definition of stochastic entropy 
due to chemical reaction of the type A +± B was proposed by Ishida4

• The 
entropy can be according to irreversible thermodynamics 7 expressed as 

(15) 

where R denotes gas constant, nx molar concentrations of substances X = A or B 
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at timet, n~ concentrations in equilibrium ;nd s. the entropy of the system in equi­
librium. In the deterministic sense, the concentrations are uniquely defined continu­
ous functions of time so that Eq. (15) defines the entropy as a function of the com­
position and a unique function of time. Ishida's definition of the stochastic entropy 
is equivalent to replacing the concentrations nx in (15) by their stochastic mean 
values, (N x), which in terms of the distribution corresponds to the definition 

S = kB L Plt) In [PJ/Plt)J + S'e, (16) 
j=O 

where ks denotes Boltzmann constant (in the stochastic definition, the composition 
of the system is expressed by the number of particles and not in mol units, therefore R 
is replaced by ks)· The sum on the right-hand side of equation (16) can be resolved 

N N 

into two terms: k 8 I Plt) In Pj - ks I Plt) In Plt) (this resolution is similar 
j=O j=O 

to that of generalized H-function in statistical mechanics). In what follows, we shall 
analyse the properties of these two terms separately. 

We shall define the quantity Si, which we shall call the (stochastic) entropy of the 
system in the stateN A = j, as 

S i = ka In Pj + c , (17) 

where c is an unspecified constant. This equation is formally analogous to the Boltz­
mann relation between entropy and thermodynamic probability of state known 
from statistical mechanics8

• The system entropy is by its definition related to the 
stationary distribution Pj and not to the distribution Plt) (the connection between Si 
and P/t) is suggested in ref.9 ), since if the system persists in state j, its entropy must be 
constant. The quantity Pj can be considered as the probability of occupation of the 
state j obtained from a long-time observation of the system ( cf. the definition of the 
probability of state in stati<>tical physics8

•
10

). The stochastic system entropy Si thus 
defined is a function of the integer-valued random variable N A and does not depend 
explicitly on time. For large values of j and N - j, Pj can be approximated with the 
use of the Stirling formula and S i can be rewritten as 

Si = -ks[jln(jj(NA)e) + (N- j)ln(N- j)j(Ns)e)]­

-!ks In (2nj(N - j)JN) + c. (17a) 

The value of Si is maximum if j attains a value j*, for which Pj is maximum. With 
increasing N, j* approaches the mean value (N A)c, and hence the theoretical value 
corresponding to .the deterministic equilibrium. 
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From Eq. (17) we obtain immediately the fluctuation formula 8
•
11 

(18) 

This can be interpreted as a relation between the probability of occupation of state j 
Qn a long-time average and the system entropy corresponding to this state. For large 
values of N we have Pj. ~ (2nD;{NA})- 1 12

, hence 

(19) 

Since according to the DeMoivre-Laplace limit theorem the binomial distribution 
(3) can be for large Nand (j- j *)3/N2 --> 0 replaced by the normal distribution 12 

we have for j not very different from j* 

(20) 

Mean ensemble entropy. The m:ean value of the quantity Sj with respect to the 
distribution Pit), which we shall call the mean ensemble entropy at timet, 

N 

( S) = kaiPit)lnPj + c, (21) 
j~O 

is a continuous function of time and its value depends on PiO). The mean ensemble 
entropy in equilibrium, 

N 

lim (S) == ( Si)e = k8 I Pj ln Pj + c, (22) 
t-+ co j=O 

depends neither on time nor on the distribution at time t = 0. The sense of these 
mean values is connected with the idea of an ensemble of a very large number of sys­
tems which are at time t = 0 in the same state and in which a reaction proceeds under 
the same conditions. The relative frequency of systems in state j in the ensemble 
at time tis Pit), and the mean value of the quantity, Yj, depending on j, obtained 

N 

by averaging over all systems of the ensemble, is< Yj) = I YjPit) . With increasing t, 
j=O 

the relative frequency of systems in state j approaches Pj and the ensemble is in the 
limit t--> oo described by the stationary distribution Pj. The mean value of Yj in the 

N 

limiting case fort--> oo is (Y). = 2::: YjPj and does not depend on t. It is denoted 
j=O 

as the mean value of Yj in equilibrium. The quantity < Y). can be, however, inter-
preted not only as the ensemble mean value but also as a time-averaged value obtained 
from a long-time observation of a single system. 
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It is obvious that (S). < Si., i.e. the mean ensemble entropy in equilibrium is 
smaller than the maximum system entropy corresponding to the most probable 
state j*. This inequality is a consequence of the existence of fluctuations, hence 
a consequence of the probability character of the reaction. In the envisaged ensemble 
at any time t sufficiently far from the beginning of the reaction, not all systems are 
in the state j* corresponding to the maximum system entropy. In large systems, there 
is a large number of states that are close to the most probable state j* and are charac­
terized by a value of Pj little smaller than Pj.; the system will be only rarely 
in the state j* so that on a long-time average it will be only exceptionally in a state 
corresponding to the maximum entropy. 

For large N, the distribution Pj in Eq. (22) can be replaced by the normal distribu­
tion and then it can be shown that 

(23) 

The variance of the quantity Si in equilibrium is for large N 

(24) 

so that in the limiting case for N --+ oo we have the inequality 

(25) 

i_e. the difference between the entropy of the system in the most probable state and 
the mean value of the entropy in equilibrium is smaller than the standard deviation 
of the quantity sj in equilibrium. 

We shall consider large N and (N x) ?Y 1, X = A or B. Then it follows from Eq. 
( 17 a) by substituting the normal distribution for P i(t) that 

(S)- (S)e ~ -/c8 [((NA) + t)ln((NA)/(NA)e) + 

+ ( (N8 ) + -!)In ( (N8 )/(N8 ).)] - .Jzka(N D 2{N A}/(N A) (Na) - 1). (26) 

For I (N A) - (N A) e I ?Y (D; { N A} )1 12 , only the first term in this equation need be 
considered and the difference (Si) - (S). approaches with increasing N the value 
given by Eq. (15) (where R is replaced by k8 and the mol units by the numbers 
of particles), i.e. the value derived in irreversible thermodynamics. In a special case, 
where the initial composition of the systems in the ensemble at time t = 0 is identical 
with the equilibrium one, the mean number of particles A remains constant and only 
the variance changes: D 2 {NA} increases from zero to n;{NA} (Eq. (14)). In this case 
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we have 

(27) 

This inequality results from the fact that the system which is at a certain moment 
in the most probable state passes during the subsequent change of state into a less 
probable one; the inequality (27) is therefore th~ result of fluctuations in the system. 
The decrease of the mean value <S) with time is in no relation to a macroscopic 
process ( ( N A) is constant) and characterizes only a change in the distribution Plt) 
caused by the fluctuations. 

Therefore, for quite general initial conditions in the ensemble the inequality 
<S) - <Si) e ~, 0 does not always hold but we have always 

(28) 

since <Si) ~ Si . for any t and PlO). The right-hand side of this inequality approaches 
1-kB with increasing N. 

A stochastic analogy of the basic equation of irreversible thermodynamics of che­
mical reactions for entropy production in the system during a change in composi­
tion 

(29) 

(11x denotes chemical potential of component X = A or B, T temperature) can be 
seen in the equation 

which applies for the stochastic system entropy (11~ and 11~ are standard chemical 
potentials referred to one particle so that K = exp [(11~ - 11~)/kBT]). For the mean 
ensemble entropy <Si) we have the relation 

N N 

d<S) /dt = kB L (dPlt)/dt) ln Pj = kB L {kd ln [jK{(N- j + 1)]-
j=O j=O 

-kiN - j) ln [K(j + 1)/(N - j)]} Pit) (31) 

and the time change of the quantity <S) cannot be expressed generally as an ele­
mentary function of <N A>· Under certain conditions, however, this equation can be 
approximated by a simple relation. If N is large then for such values of t for which 
<Nx) ~ landj <Nx) - <Nx>el ~ (D;{NA})112,X = AorB,wecanwrite 

d<Si) /dt ~ kB In (<NB) /K<NA) ) (d<NA) /dt) = 

= (11~ + kBTln <NB) - /1~- kBTln <NA))(d<NA) /dt) > 0. (32) 
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It follows from the derived relations that the quantity (S) can be for large N 
and (Nx) ~ 1, I<Nx)- (Nx>.l ~ (D~{NA}) 1 1 2 , X= A orB, identified with the 
entropy due to chemical reaction in irreversible thermodynamics. For a laboratory 
description of the reaction, it is suitable to introduce the degree of conversion of the 
component X, xx = (Nx)/N, rather than the mean number of particles X. From the 
mentioned restrictions for (Nx) the restrictions for xx follow: Xx ~ 1/N, lxx- x~l ~ 
~ (D;{NA})1

'
2 /N = K 1

'
2/(1 + K)N1

'
2

• It is obvious that if N is large, (SJ) 
can be considered identical with the entropy of irreversible thermodynamics in the 
whole experimentally accessible range of the variable xx. 

Entropy and the measure of information. Ishida's stochastic entropy defined 
N 

by Eq. (16) involves the sum I P/t) In P/t) ~ 0, which can be interpreted as a mea-
i=O 

sure of information of the observer about the composition of the given system. If at 
time t = 0 P/0) = ()NA,J• then the value of this sum is maximum (i.e. zero); for any 
t > 0 its value is negative. If at time t = 0 we know with certainty that the com­
position of the system is N A = N~, then at time t > 0 we know only the probability 
distribution of the number of particles A. If we perform a measurement at time t 

showing that the system's composition is N A = j, then the measure of information 
increases again to the initial (zero) value. The entropy of the system immediately 
before and after the measurement is constant (it is assumed that the hypothetical 
measurement requires only an infinitesimally short time and does not alter the state 
of the system), but the measure of information increases as a result of the measure-

N 

ment by the value of- I P/t) In Plt). The deterministic description of the chemical 
j=O 

reaction A ~ B corresponds formally to passing to a continuous variable j and to a di-
stribution P/t) = o(j - <N A>) (where () denotes Dirac's delta function) main­
taining the dependence of SJ on composition in the form of the limiting equation 
(17a) (precisely: of the highest first term on its right-hand side). In this case the 
information about the system's composition does not change in the course of the 
reaction since the composition at time t is determined by the initial condition, N A = 

= N~, t = 0, uniquely; the entropy of the system, however, increases with time. 
N 

The quantity L P/t) In P/t) can in general even increase with time. This can be 
j=O 

illustrated as follows. Let P/0) = oN ,J and N be large. Then for (Nx) ~ 1, X = A 

orB, we have 
N 

I P/t) In P/t) ~ -t[In (2n D 2{NA}) + 1] (33) 
j=O 

and 
N 

(d/dt) I Pit) In P/t) ~ [((NA) - (Nn))/2(NA) (Nn) J(d(NA)/dt). (34) 
j=O 
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For K ~ 1, (N A) - (N 8 ) is always positive, hence the right-hand side of (34) 
is negative. For K > 1, however, this side is positive if (N A) < N/2. We denote 
by tN12 the time for which (NA) = N/2; then tN12 = (k1 + k2)-

1 ln [2ktf(k 1 - k2)]. 
N 

The quantity L Pi(t) In Plt) decreases in the interval (0, tN12), at time tN12 attains 
j=O 

its minimum equal to approximately - · [In (1tN /2) + 1 ]/2 and increases in the interval 
N 

(tN12, oo) to L: Pj In Pj. In the limit case K - oo, it ;increases again to the original 
j=O 

zero value: the systeni. will be at time t ~ tN12 almost certainly in the state N A = 0; 
the distribution Plt) approaches t5 0 ,i with increasing t. 

The author is indebted to Professor E. Hala, Dr T. Boublik and Dr I. Nezbedafor helpful discus­
sions. 
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